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ABSTRACT 
 

This study proposes an innovative approach to 
nonlinear guidance law based path following 
algorithm. To the best of our knowledge, we are the 
first to integrate the simulated annealing optimization 
technique with nonlinear guidance law for path 
following of USVs (Unmanned Surface Vehicles). 
The purpose of this paper is to minimize cross tracking 
errors using this novel method. In contrast to previous 
studies related to nonlinear guidance law, the 
presented new algorithm uses circles with variable 
radius. The radius of adjustable circles is optimized 
using simulated annealing method in each time step. 
This study concludes that cross tracking errors are 
significantly reduced owing to optimized radius 
compared to conventional nonlinear guidance law. 
 

INTRODUCTION 
 

In recent years, unmanned surface vehicles have 
been widely used in military and commercial fields to 
perform crucial and dangerous missions such as 
marine rescue, resource exploration, maritime patrol, 
coastal surveillance, intelligent fishery, environmental 
monitoring and terrain mapping (Fu and Wang, 2022; 
Karimi and Lu, 2021; Li et al., 2022; Yao, 2021; Zhu 
et al., 2021; Chen et al., 2019).The design of a reliable 
and effective motion control is extremely substantial 
so that USVs can completely perform the above-
mentioned critical duties without mistakes in the 
marine environment.  
 
 
 
 
 
 
 
 
 

 
 
The movement of the USVs is autonomously 
controlled with three different approaches in the 
literature: point stabilization, path following, and 
trajectory tracking (Wu et al., 2022; Zhang et al., 2023; 
Yuan et al., 2023). Point stabilization ensures that the 
ship remains stable with a certain margin of error in 
the desired location and desired course angle despite 
the disruptive forces such as strong wind, waves and 
currents. In trajectory tracking, the autonomous 
vehicle must arrive to the predefined point at the 
desired time. Therefore, time plays an important role 
in this approach (Chen and Lu, 2018). In path 
following algorithm, it is requested that USVs 
converge to the predefined path with the least cross 
tracking error (vertical distance of USV to the 
predefined path) and chase the predefined path without 
deviating until it reaches to the target point. Thus, the 
main objective of path following algorithm is to 
minimize cross tracking errors (Wang et al.,, 2023). 
One of the most commonly used algorithms in path 
following is nonlinear guidance law. It is based on the 
geometrical approach (Park et al., 2007; Cho et al., 
2015; Manzano et al., 2021; Bejarano et al., 2022). 
Nonlinear guidance law generates a circle to determine 
the virtual target point. The closest to the target point 
from the two points formed by the intersection of the 
circle and the predefined path is selected as the virtual 
target point. USV tries to catch the predefined path by 
turning its course towards this virtual target point. The 
radius of the circle is not deterministic and it is defined 
by the user. If radius is quite large, USV does not catch 
the predefined path immediately and it causes huge 
cross tracking errors. If the radius is too small, the 
virtual target point cannot be determined because the 
circle and the predefined path do not intersect, or 
unstable navigation is observed, which again leads to 
large cross tracking errors. This un-deterministic 
parameter is selected as a single and fixed value in the 
literature (Mao et al., 2015; Niu et al., 2016; 
Hernández et al., 2020). However, it must be 
optimized in each time step according to position of 
USV to the predefined path, velocity and maximum 
turning rate of USV, number and position of 
waypoints, and initial course angle of USV. This study 
proposes the smart circle based nonlinear guidance 
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law (SCBNLGL) for path following of unmanned 
surface vehicle. Simulated annealing optimization 
technique is integrated to nonlinear guidance law in 
SCBNLGL. SCBNLGL determines optimal radius of 
circles for all navigational conditions of USV and it 
considerably decreases cross tracking errors compared 
to traditional nonlinear guidance law. 
 

NONLINEAR GUIDANCE LAW 
 

Nonlinear guidance law is a sub-branch of path 
following algorithm based on geometric approach. 
Nonlinear guidance law generates a circle whose 
center is the current position of USV. Two points arise 
from the intersection of the line (predefined path) and 
the circle. The closer of these two points to the target 
point is selected as the virtual target point. USV turns 
its course to this virtual point and proceeds to reach 
this virtual target point. Since the position of USV 
changes in each time step, the circle with the same 
radius is reproduced over and over again, and new 
virtual target points formed by the intersection of this 
circle with the predefined path are determined. USV 
tries to arrive the target point by following these 
virtual target points. Figure 1 shows schematic of 
nonlinear guidance law. 
 

 
Fig. 1.  Schematic of nonlinear guidance law. 

 
In Fig. 1, W(i) and W(i+1) represent start point and 
target point, respectively. The line between start and 
target points is predefined path. USV and VTP mean 
unmanned surface vehicle and virtual target point. d, r, 
Ψ and Ψd symbolize cross tracking error, the radius of 
circle (un-deterministic parameter), initial course 
angle of USV and desired course angle of USV to 
reach virtual target point, respectively. The purpose of 
the nonlinear guidance law is that the USV precisely 
follows the predefined path and reaches the target 
point in the shortest time with the least cross tracking 
error. The USV's course angle is changed based on 
virtual target points. As a result, virtual target points 
should be carefully appointed so as to guarantee 

precise and reliable navigation. The position of the 
virtual target points directly depends on the radius of 
circles. Thus, the radius of circles (r) is the key 
parameter in nonlinear guidance law. Navigational 
accuracy primarily depends on it. It is assumed that the 
USV moves at a constant speed and there are no 
external forces, like as wind, waves, or other external 
sources. The kinematics of the two-dimensional 
nonlinear guidance law for USV can be described by 
following equation under these circumstances (Rhee et 
al., 2010): 
 

𝑝𝑝𝑥𝑥𝑡𝑡+1=𝑝𝑝𝑥𝑥𝑡𝑡 + 𝑣𝑣 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝛹𝛹) 𝑐𝑐𝑑𝑑

𝑝𝑝𝑦𝑦𝑡𝑡+1=𝑝𝑝𝑦𝑦𝑡𝑡 + 𝑣𝑣 𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐(𝛹𝛹) 𝑐𝑐𝑑𝑑
                   (1) 

 

In Equation 1, v, dt and Ψ symbolize velocity of USV, 
time step size and course angle of USV. 
Superscriptions t and t+1 represent current time step 
and next time step. Subscriptions x and y indicate x 
and y coordinates. The position of USV is 
demonstrated by p. The following procedure 
summarizes the pseudo code of nonlinear guidance 
law:  
Step 1: Define initial position of USV at x and y 
coordinates; �𝑝𝑝𝑥𝑥𝑡𝑡  𝑝𝑝𝑦𝑦𝑡𝑡 �. 
Step 2: Define velocity, initial course angle and 
maximum turning rate of USV; 𝑣𝑣, 𝛹𝛹𝑖𝑖  and �̇�𝛹𝑚𝑚𝑚𝑚𝑥𝑥. 
Step 3: Determine predefined path using start and 
target points at x and y coordinates; �𝑊𝑊1𝑥𝑥 𝑊𝑊1𝑦𝑦� and 

�𝑊𝑊2𝑥𝑥 𝑊𝑊2𝑦𝑦� 
Step 4: Determine radius of circle (key parameter), r. 
Step 5: Define time step size of numerical simulation, 
dt. 
Step 6: Find the equation of predefined path (line) 
from start and target points using Equation 2. 
 

𝑦𝑦 −𝑊𝑊1𝑦𝑦 =
𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦

𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥
 �𝑥𝑥 −𝑊𝑊1𝑥𝑥�               (2) 

 
Equation 3 shows the rearrangement of Eq. 2 to 
simplify the equation of predefined path: 
 

𝑦𝑦 =
𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦

𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥
 𝑥𝑥 −

𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦

𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥
 𝑊𝑊1𝑥𝑥 + 𝑊𝑊1𝑦𝑦         (3) 

 
Step 7: Find the cross tracking error (d) using 
following Equation 4. 
 

𝑐𝑐 =
�
𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦
𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥

 𝑝𝑝𝑥𝑥𝑡𝑡−𝑝𝑝𝑦𝑦𝑡𝑡−
𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦
𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥

 𝑊𝑊1𝑥𝑥+𝑊𝑊1𝑦𝑦�

��
𝑊𝑊2𝑦𝑦−𝑊𝑊1𝑦𝑦
𝑊𝑊2𝑥𝑥−𝑊𝑊1𝑥𝑥

�
2
+(−1)2

         (4) 
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Step 8: Find the intersections of predefined path and 
the circle with radius r. 
 

 𝐿𝐿𝑥𝑥 = 𝑊𝑊2𝑥𝑥 −𝑊𝑊1𝑥𝑥                          (5) 

 

 𝐿𝐿𝑦𝑦 = 𝑊𝑊2𝑦𝑦 −𝑊𝑊1𝑦𝑦                          (6) 

 

𝐿𝐿𝑟𝑟 = �𝐿𝐿𝑥𝑥2 + 𝐿𝐿𝑦𝑦2                          (7) 

 

𝐿𝐿𝑚𝑚 = �𝑊𝑊1𝑥𝑥 − 𝑝𝑝𝑥𝑥𝑡𝑡�  �𝑊𝑊2𝑦𝑦 − 𝑝𝑝𝑦𝑦𝑡𝑡�

𝐿𝐿𝑏𝑏 = �𝑊𝑊2𝑥𝑥 − 𝑝𝑝𝑥𝑥𝑡𝑡�  �𝑊𝑊1𝑦𝑦 − 𝑝𝑝𝑦𝑦𝑡𝑡�
𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑏𝑏

                  (8) 

 

𝑥𝑥1 =
𝐿𝐿 𝐿𝐿𝑦𝑦+𝑠𝑠𝑠𝑠𝑠𝑠�𝐿𝐿𝑦𝑦� 𝐿𝐿𝑥𝑥 �𝑟𝑟2 𝐿𝐿𝑟𝑟2−𝐿𝐿2

𝐿𝐿𝑟𝑟2
                 (9) 

 

𝑥𝑥2 =
𝐿𝐿 𝐿𝐿𝑦𝑦−𝑠𝑠𝑠𝑠𝑠𝑠�𝐿𝐿𝑦𝑦� 𝐿𝐿𝑥𝑥 �𝑟𝑟2 𝐿𝐿𝑟𝑟2−𝐿𝐿2

𝐿𝐿𝑟𝑟2
                (10) 

 

𝑦𝑦1 =
−𝐿𝐿 𝐿𝐿𝑥𝑥+�𝐿𝐿𝑦𝑦� �𝑟𝑟2 𝐿𝐿𝑟𝑟2−𝐿𝐿2

𝐿𝐿𝑟𝑟2
                    (11) 

 

𝑦𝑦2 =
−𝐿𝐿 𝐿𝐿𝑥𝑥−�𝐿𝐿𝑦𝑦� �𝑟𝑟2 𝐿𝐿𝑟𝑟2−𝐿𝐿2

𝐿𝐿𝑟𝑟2
                    (12) 

 
In Equation 9 and 10, the function of sgn: 
 

  sgn�Ly� = �
-1, Ly < 0
1, Ly ≥ 0                    (13) 

 

As a result of the Equation 5 to 13, two intersection 
points are obtained: q1=[x1 y1] and q2=[x2 y2]. 
Step 9: Measure the distance of the intersection points 
to the target point. 
 

 𝑐𝑐1 = ��𝑊𝑊2𝑥𝑥 − 𝑥𝑥1�
2 + �𝑊𝑊2𝑦𝑦 − 𝑦𝑦1�

2
          (14) 

 

 𝑐𝑐2 = ��𝑊𝑊2𝑥𝑥 − 𝑥𝑥2�
2 + �𝑊𝑊2𝑦𝑦 − 𝑦𝑦2�

2
         (15) 

 

Step 10: Determine the virtual target point (VTP). 
 

  VTP = �q1, d1 < d2
q2, d1 ≥ d2

                      (16) 

 

Step 11: Calculate desired course angle (Ψd) using 
VTP and current position of USV. 
 

Ψ𝑑𝑑 = 𝑎𝑎𝑑𝑑𝑎𝑎𝑠𝑠 �𝑉𝑉𝑉𝑉𝑉𝑉𝑦𝑦−𝑝𝑝𝑦𝑦
𝑡𝑡

𝑉𝑉𝑉𝑉𝑉𝑉𝑥𝑥−𝑝𝑝𝑥𝑥𝑡𝑡
�                      (17) 

 
Step 12: Calculate the turning rate of USV (�̇�𝛹) using 
desired course angle, previous course angle and time 
step size. 
 

�̇�𝛹 = �Ψ𝑑𝑑 − Ψ𝑝𝑝�/𝑐𝑐𝑑𝑑                       (18) 

 
Step 13: Check the turning rate. If the computed 
turning rate of USV (�̇�𝛹) is larger than the maximum 
turning rate of USV (�̇�𝛹𝑚𝑚𝑚𝑚𝑥𝑥), the desired course angle 
is updated. 
 

 𝛹𝛹𝑑𝑑 = �̇�𝛹𝑚𝑚𝑚𝑚𝑥𝑥  𝑐𝑐𝑑𝑑 + 𝛹𝛹𝑝𝑝                       (19) 

 

Step 14: Determine the new location of USV in the 
next time step. 
 

 
𝑝𝑝𝑥𝑥𝑡𝑡+1=𝑝𝑝𝑥𝑥𝑡𝑡 + 𝑐𝑐𝑐𝑐𝑐𝑐(𝛹𝛹𝑑𝑑) 𝑣𝑣 𝑐𝑐𝑑𝑑

𝑝𝑝𝑦𝑦𝑡𝑡+1=𝑝𝑝𝑦𝑦𝑡𝑡 + 𝑐𝑐𝑠𝑠𝑠𝑠(𝛹𝛹𝑑𝑑) 𝑣𝑣 𝑐𝑐𝑑𝑑
                  (20) 

 

If the radius of circle (r) is smaller than cross tracking 
error (d), the circle cannot intersect the predefined path. 
In that case, virtual target point is not determined and 
USV cannot follow the predefined path. Therefore, the 
radius of the circle must be at least the length of the 
cross tracking error in nonlinear guidance law.If the 
radius of circle equals to the cross tracking error or the 
radius of circle is very small (close to the cross 
tracking error), an offensive navigation may be 
observed (see Figure 2). In these cases, USV quickly 
reach to predefined path; however, it cannot follow 
predefined path accurately. It leaves the predefined 
path immediately after the first contact. It moves 
oscillating. The oscillatory navigation (unstable 
navigation) causes large cross tracking errors.If the 
radius of circle is too large compared to the cross 
tracking error, a lethargic navigation is obtained (see 
Figure 3). USV cannot catch the predefined path 
rapidly. The first contact with the predefined path takes 
a very long time. It leads to large cross tracking error 
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again. In brief, the radius of circle must be optimized 
according to position of USV to predefined path, 
velocity and course angle of USV, number and location 
of waypoints, and maximum turning rate of USV. This 
study presents optimal radius of circles in order to 
obtain stable and accurate navigation for all 
navigational condition using simulated annealing 
optimization method. 
 

 
Fig. 2.  An offensive navigation because of small 

radius (r). 
 

 
Fig. 3.  A lethargic navigation due to large radius (r). 
 
SMART CIRCLE BASED NONLINEAR 

GUIDANCE LAW 
 

The optimal radius to obtain stable, accurate and 
precise navigation changes conditions to conditions. 
For example, optimal radius is not same for different 
positions of USV respect to predefined path. The 
optimal value also depends on maximum turning rate 
and velocity of USV, location of waypoints, and 
number of target points. It is almost impossible to 

adjust optimal radius using trial and error method for 
all navigational conditions, especially for multi-task 
operations. Therefore, this study proposes the use of 
simulated annealing optimization technique to 
automatically find optimal radius for all navigational 
conditions. Simulated annealing algorithm, introduced 
by Kirkpatrick et al. (1983), is one of the most 
effective heuristic techniques for solving global 
optimization problem (Ait-Saadi et. al., 2022). It can 
be used for any objective function (Venkatesan and 
Narayanswamy, 2003). Simulated annealing method is 
inspired by the real-life physical annealing process. 
Physical annealing is the process of heating the metal 
up to the annealing temperature so as to modify the 
material to the desired structure and then gradually 
cooling it down. Just as it is easy to change the 
structural shape of the material at high temperature, 
the optimization method gets rid of the local minimum 
barriers by searching for the global minimum value of 
the objective function in a very wide range with a high 
coefficient at the beginning. This coefficient, which is 
determined to be high at the beginning of the 
optimization, is gradually reduced under certain 
conditions, allowing the global minimum point to be 
determined precisely in the global minimum area (like 
as gradually lowering the temperature in physical 
annealing). Pattern search optimization can find the 
global minimum point of the objective function owing 
to this physical phenomenon. The pseudo code of the 
simulated annealing optimization technique integrated 
nonlinear guidance law, called as smart circle based 
nonlinear guidance law, is illustrated by following 
steps to clearly explain the proposed novel algorithm: 
Step 1: Determine initial position of USV at x and y 
coordinates. 
�𝑝𝑝𝑥𝑥𝑡𝑡  𝑝𝑝𝑦𝑦𝑡𝑡 � = [2500 1000] 
Step 2: Define velocity, initial course angle and 
maximum turning rate of USV. 
𝑣𝑣 = 9 𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑐𝑐/𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐 
𝛹𝛹𝑖𝑖 = 90 𝑐𝑐𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐 
�̇�𝛹𝑚𝑚𝑚𝑚𝑥𝑥 = 1 𝑐𝑐𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐/𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐 
Step 3: Determine predefined paths at x and y 
coordinates. 
�𝑊𝑊1𝑥𝑥 𝑊𝑊1𝑦𝑦� = [3500 1000] 

�𝑊𝑊2𝑥𝑥 𝑊𝑊2𝑦𝑦� = [1000 6000] 

�𝑊𝑊3𝑥𝑥 𝑊𝑊3𝑦𝑦� = [1000 1000] 
Step 4: Define numerical simulation time step size. 
𝑐𝑐𝑡𝑡 = 10 𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐 
Step 5: Find the equation of first predefined path (line) 
from start point �𝑊𝑊1𝑥𝑥 ,𝑊𝑊1𝑦𝑦�  and first target points 

�𝑊𝑊2𝑥𝑥 𝑊𝑊2𝑦𝑦� using Equation 2. 
 

𝑦𝑦 − 1000 = 6000−1000
1000−3500

 (𝑥𝑥 − 3500)           (21) 
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Rearrange Equation 21 to simplify the equation of first 
predefined path: 
 

𝑦𝑦 = −2𝑥𝑥 + 8000                         (22) 

 
Step 6: Find the optimal radius of circle using 
simulated annealing optimization technique for next 
time step (t+1). 
Step 6.1: Define parameters for simulated annealing 
algorithm. 
-Objective function, f: nonlinear guidance law 
-Input parameter of objective function, ri: radius of 
circles 
-Output parameter of objective function, f(ri): cross 
tracking errors. 
-Choosing the search domain to find optimal radius: 
Lower and upper limits of radius are selected as the 
cross tracking error and twice cross tracking error in 
current time step. 
[lb, ub]=[d, 2d] 
-Defining constant value of simulated annealing (T). It 
is chosen T=100 as default value in Matlab 
environment. 
-Determination of constant value reduction factor (c):  
c=0.8. 
-Maximum number of iteration: k=100. If the number 
of iterations performed to find optimal radius is higher 
than 100, loop is broken and optimization is stopped. 
-Termination factor (permissible error): ε=0.01. If 
𝜀𝜀 > |𝑚𝑚2 − 𝑚𝑚1| , loop is broken and optimization is 
stopped. 
Step 6.2: Find the cross tracking error (d) using 
Equation 4 for ith iteration in simulated annealing 
optimization. 
 

𝑐𝑐 = 894.42 𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚                        (23) 

 
Initial radius within the lower and upper bounds for 
first iteration in simulated annealing is (i=1): 
ri=r1=(lb+ub)/2= 1341.63 meter 
Step 6.3: Find the intersections of first predefined path 
and the circle with radius ri (for first iteration 
r1=1341.63 meter) using equations 5-12. 
 

 𝐿𝐿𝑥𝑥 = −2500                            (24) 

 

𝐿𝐿𝑦𝑦 = 5000                              (25) 

 

𝐿𝐿𝑟𝑟 = 5590.17                            (26) 

 

𝐿𝐿𝑚𝑚 = 5 ∙ 104
𝐿𝐿𝑏𝑏 = 0
𝐿𝐿 = 5 ∙ 104

                              (27) 

 

𝑥𝑥1 = 2600.02                            (28) 

 
𝑥𝑥2 = 3799.98                            (29) 

 
𝑦𝑦1 = 2799.96                            (30) 

 
𝑦𝑦2 = 400.04                             (31) 

 
Two intersection points are obtained: q1=[x1 y1] and 
q2=[x2 y2]. 
Step 6.4: Calculate the distance of the intersection 
points using equations 14 and 15. 
 

𝑐𝑐1 = 3577.75                            (32) 

 

𝑐𝑐2 = 6260.95                            (33) 

 

Step 6.5: d1<d2, so VTP=[2600.02  2799.96]. 
Step 6.6: Determine the desired course angle (Ψd) 
using equation 17. 
 

Ψ𝑑𝑑 = 86.82 𝑐𝑐𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐                      (34) 

 
Step 6.7: Calculate the turning rate of USV (�̇�𝛹) using 
equation 18. 

�̇�𝛹 = 0.32 𝑐𝑐𝑚𝑚𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐/𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐                (35) 
Step 6.8: The computed turning rate of USV (�̇�𝛹 =
0.32) is not larger than the maximum turning rate of 
USV (�̇�𝛹𝑚𝑚𝑚𝑚𝑥𝑥 = 1 ). Thus there is no need to update 
desired course angle. 
Step 6.9: Determine the new location of USV in the 
next time step using Equation 20. 
 

𝑝𝑝𝑥𝑥𝑡𝑡+1=2500.5

𝑝𝑝𝑦𝑦𝑡𝑡+1=1089.9
                            (36) 

 

Step 6.10: Calculate the new cross tracking error (d1) 
using Step 6.2 and note that the use of r1=1341.63 
meter leads to d1=853.77. This is the end of first 
iteration in simulated annealing algorithm. 
f(r1)=d1.f(1341.63)=853.77. 
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After Step 6.10, simulated annealing optimization 
method generates new possible radius that gives lower 
cross tracking error using following sub-steps: 
6.10.1: Choose the next radius (for second iteration, 
r2=1156.65) in vicinity of r1 using randomly 
distributed number within lower and upper limit, and 
then return back to Step 6.3 in order to calculate new 
cross tracking error (d2) using new radius (r2). Note the 
new values, f(r2)=d2. f(1156.65)=848.96. 
Step 6.10.2: Check the internal energy (ΔE). 
Step 6.10.2.1: If ΔE is lower than zero, accept new 
radius. 
∆𝐸𝐸 = 𝑓𝑓(𝑚𝑚2) − 𝑓𝑓(𝑚𝑚1) = 848.96 − 853.77 = −4.81 
ΔE is lower than zero, so go to Step 6.10.3. 
Step 6.10.2.1: If ΔE is not lower than zero (suppose 
that r2=1546.32 and d2=859.63), this iteration is called 
as bad move but r2 is not directly rejected. The 
metropolis criterion is used to decide whether to accept 
or reject this worse point (r2): 
T=100 (see Step 6.1 for constant value “T”). 
∆𝐸𝐸 = 𝑓𝑓(𝑚𝑚2) − 𝑓𝑓(𝑚𝑚1) = 859.63 − 853.77 = 5.86 
The probability of accepting this worse point (r2): p. 
 

𝑝𝑝 = 𝑚𝑚
−∆𝐸𝐸
𝑇𝑇 = 𝑚𝑚

−5.86
100 = 0.94                   (37) 

 
Generate a uniformly distributed random number (u) 
between 0 and 1. Suppose that u equals to 0.72. The 
probability of accepting the worse point (p) is greater 
than randomly selected number. Therefore, accept this 
worse point (r2) and go to Step 6.10.3. Otherwise, 
reject this possible value and return back to Step 6.10.1 
in order to generate new radius of circle. It is important 
note that simulated annealing searches the best 
minimum value in global area and gets rid of the local 
minimum barriers owing to Step 6.10.2.1. That’s why 
it is called as a global optimization. 
Step 6.10.3: Check the permissible error (ε). If ε is 
lower than 0.01, stop the iteration. Else, go to Step 
6.10.4. 
𝜀𝜀 = |𝑚𝑚2 − 𝑚𝑚1| = |1156.65 − 1341.63| = 184.9800 
Step 6.10.4: This iteration is good move because 
internal energy is lower than zero. Thus, decreases the 
constant value (T=80). 
This is the end of second iteration, so return back to 
Step 6.10.1 so as to find possible best radius of circle. 
This loop continues until the USV reaches the first 
target point. After the first task, same procedures are 
applied for the second target point. The USV's course 
angle is calculated by determining the radii that result 
in the least track errors owing to simulated annealing 
integrated nonlinear guidance law (SCBNLGL). 

Increasing of internal energy (ΔE) leads to 
reduction of the probability of accepting the worse 
point (p). This avoids worse radius values resulting in 
greater cross tracking errors. The large constant value 
(T=100) at the beginning of the optimization (similarly 
in physical annealing, it is easy to change the physical 

structure of the material when the temperature is high) 
allows the global minimum value to be searched in a 
wider range and allows the algorithm to get rid of the 
local minimum barriers. Reducing the simulated 
annealing constant number (T) in each iteration (like 
as gradually decreasing the temperature in physical 
annealing) enables the simulated annealing 
optimization method to focus on the area where the 
global optimization value is located and precisely 
determine the global minimum. 

 

 
Fig. 4.  Stable and optimal navigation of USV using 

SCBNLGL algorithm. 
 

Figure 4 shows the stable and accurate navigation 
of USV using proposed SCBNLGD. It is important 
note that USV must contact target points in this multi-
tasks numerical simulation. Secondly, maximum 
turning rate of USV is 1 degree per second. USV 
moves under this precondition. In Fig. 4, SCBNLGD 
algorithm generates unique circles that lead to 
minimum cross tracking errors in both first and second 
predefined paths. Thus, USV automatically adapts 
itself for multi-tasks operation without human-being 
intervention. USV reaches predefined paths quickly as 
well as stably. SCBNLGD algorithm reduces total 
cross tracking errors significantly compared to 
traditional nonlinear guidance law (see Fig. 2 and Fig. 
3). 
 

RESULTS AND DISCUSSIONS 
 

Initial position of USV respect to first predefined 
path, location of target points, initial course angle of 
USV, velocity of USV, and maximum turning rate of 
USV directly affect the size of the optimum radius. In 
this section, these five important parameters are 
investigated and discussed to prove the adaptability of 
SCBNLGL for every navigational condition and all 
kinds of USV. Numerical results clearly show the 
superiority of SCBNLGL algorithm over conventional 
nonlinear guidance law. 
Table 1. Comparison of SCNLGL with the classical 
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NLGL for different navigational conditions. 

Cases 

NLGL Novel SCNLGL 

Cross 
Track 
Errors 
(meter) 

for 
α=40m 

Cross 
Track 
Errors 
(meter) 

for 
α=1000m 

Cross 
Track 
Errors 
(meter) 

Optim 
α 

(meter) 

In
iti

al
 p

os
iti

on
 [500,1500] 33630.0 37463.0 29008.2 167.1 

[1500,2500] 11984.0 14066.0 8918.8 169.5 

[4000,2000] 21571.0 24563.0 17583.4 173.7 

[3000,3000] 7744.2 5946.1 2962.0 180.7 

In
iti

al
 c

ou
rs

e 0 degs 48147.0 52155.0 44288.0 170.8 

90 degs 21571.0 24563.0 17583.4 173.7 

180 degs 17689.0 21096.0 13674.0 170.9 

270 degs 21601.0 22213.0 17568.0 173.4 

ve
lo

ci
ty

 

7 m/s 23475.0 30693.0 21161.0 131.8 

9 m/s 21571.0 24563.0 17583.4 173.7 

11 m/s 21442.0 20646.0 15294.0 209.6 

13 m/s 25220.0 17932.0 13701.0 257.9 

m
ax

 tu
rn

 ra
te

 0.75 deg/s 31880.0 25670.0 19223.0 227.9 

1.00 deg/s 21571.0 24563.0 17583.4 173.7 

1.25 deg/s 18336.0 23876.0 16592.0 137.1 

1.50 deg/s 17073.0 23417.0 15925.0 119.4 

m
ul

ti-
ta

sk
s 1st path 21571.0 24563.0 17583.4 173.7 

2nd path 34190.1 40192.6 9865.8 177.7 

3rd path 41122.1 42619.3 811.9 147.8 

 
In Table 1, the radius of circle is determined as a 
function of alpha (α) parameter in order to simplify the 
calculation and reduce the computational cost. The 
radius of circles must be larger than cross tracking 
error in each time step to intersect circle and 
predefined path. The alpha value is the parameter that 
expresses how much value should be added to the 
cross tracking error in order to make a stable and 
effective navigation. The numerical simulations in this 
section were performed using three different methods: 
traditional nonlinear guidance law (NLGL) using 
fixed small alpha (α=40 meter, small circles), 
traditional nonlinear guidance law (NLGL) using 
fixed large alpha (α=1000 meter, large circles), smart 
circle based nonlinear guidance law (SCBNLGL) 
using simulated annealing optimization method 
(optimal circles). Cross tracking errors were calculated 
using each method for five different cases: four 
different positions of USV, four different initial course 
angles of USV, four different velocities of USV, four 
different maximum turning rates of USV and three 
different predefined paths. While position of USV, 
number and location of predefined paths, and initial 
course angle of USV refers to different navigational 

conditions, velocity and maximum turning rate of 
USV imply the kind of marine vessels. The objective 
of these numerical simulations is to illustrate the 
versatility of SCBNLGL for any navigational 
circumstance and any kinds of USV. 

Initial position of USV influences the optimal 
radius of circle. Different initial positions of USV 
require unique and optimal radius to minimize cross 
tracking errors. The use of fixed radius is not 
convenient for effective navigation. Moreover, the 
size of radius must be greater than cross tracking error 
in current time step. If fixed radius that gives good 
navigation for previous initial position of USV may be 
lesser than cross tracking error for new initial position 
of USV. In this case, the circle and predefined path do 
not intersect and virtual target point does not 
determined. USV cannot follow the predefined path. 
Therefore, the optimum radius should be 
automatically determined by the optimization method 
considering the different initial positions of the USV. 
Four different initial positions of USV have been 
investigated to show the advantage of SCBNLGL. 
Proposed model has been compared to conventional 
nonlinear guidance law (NLGL) using small and large 
fixed value. It is observed that SCBNLGL adapts 
different initial position of USV and it generates 
unique value to obtain optimal circle. Table 1, shows 
cross tracking errors of classical NLGL and 
SCBNLGL. Optimal values for different initial 
positions of USV have been calculated by simulated 
annealing optimization method as 167.12, 169.55, 
173.74 and 180.72. As the distance of the USV's initial 
position to the predefined path increases, smaller alpha 
values are used to determine the optimum radius. 
SCBNLGL reduces cross tracking errors considerably 
compared to conventional NLGL for different initial 
positions of USV. 

Initial course angle of USV also affects the cross 
tracking errors. If the bow of the USV is towards the 
predefined path, the USV can easily reach the desired 
route with less cross tracking errors. The high speed 
USVs intend to unstable navigation. Therefore, the 
optimum alpha value for the marine vessel with a 
speed of 13 m/s in Table 1 has been calculated as 
approximately twice the optimum alpha value of the 
marine vessel with a speed of 7 m/s. Maximum 
maneuverability of the marine vessel is defined as 
maximum turning rate of USV. High maneuverability 
vessels require the smaller alpha value to obtain 
optimal radius of circle compared to low 
maneuverability USV. 
 Figure 5 indicates the numerical simulation 
of USV for the multi-tasks operation using NLGL and 
SCBNLGL. In Fig. 5, the initial position of USV is 
selected as [4000, 2000] for x and y coordinates, 
respectively. Target points are [1500, 6000], [5500, 
4000] and [5500, 1000]. Velocity and maximum 
turning rate are chosen as 9 meter per second and 1 
degree per second, respectively. NLGL using small 
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alpha value leads to unstable navigation and larger one 
causes lazy navigation. Total cross tracking errors for 
small and large alpha values are calculated as 96883.2 
meter and 107374.8 meter. Both of them give large 
cross tracking errors. On the other hand, SCBNLGL 
reaches to predefined path rapidly as well as stably. It 
uses unique and optimal alpha value (for 1st path 
α=173.7m, for 2nd path α=177.7m, for 3rd path 
α=147.8m) to minimize cross tracking errors. Total 
cross tracking error using SCBNLG is only 28261.1 
meter. It is even smaller than one-third of cross 
tracking errors of the conventional nonlinear guidance 
law. 
 

 
Fig.5. Comparison of traditional NLGL and proposed 

SCBNLGL for multi-tasks operation. 
 

CONCLUSIONS 
 
In this study, simulated annealing optimization 

method was integrated with nonlinear guidance law to 
determine optimal navigational conditions of USV. 
The proposed technique was called as smart circle 
based nonlinear guidance law (SCBNLGL). In 
contrast to classical nonlinear guidance law, 
SCBNLGL generates unique and adjustable circles to 
determine virtual target points. The use of fixed radius 
in conventional nonlinear guidance law is not 
appropriate for every navigational condition and all 
kinds of marine vessel. The optimal radius depends on 
initial position, maximum turning rate, velocity and 
initial course angle of USV, location of target points, 
and number of predefined paths. It is almost 
impossible to find the most suitable radius for each 
sailing situation and each type of vessel manually by 
trial and error method. SCBNLGL automatically 
determine optimal radius to find best virtual target 
points for all navigational conditions and all types of 
USV. Proposed model was tested in numerical 
simulations using different cases. It is concluded that 

SCBNLGL adapt all conditions and it significantly 
decreases cross tracking errors compared to traditional 
nonlinear guidance law. 
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