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ABSTRACT

The permutation entropy method is a new
method for the spatial characteristics of time series. It
can not only represent the complexity of the signal,
but also can measure the uncertainty of a system or a
piece of information.It can detect the dynamic
mutations of time series of complex systems well.
Small changes in time series data can be well
demonstrated by it, which is beneficial to deal with
nonlinear problems. It can be considered for fault
diagnosis.Due to non-stationary operating conditions,
driving force of the equipment, damping force, elastic
force and its own non-linearity, the mechanical
system usually exhibits strong complexity,
nonlinearity and non-stationarity.Therefore, it is
necessary to perform permutation and entropy
analysis on the vibration signal.Support Vector
Machines (SVM) is a new machine learning
method.It can transform the non-linear non-separable
model into a linear separable model by mapping the
sample space to the high-dimensional feature space
through nonlinear mapping, and construct an optimal
classification hyperplane in the high-dimensional
feature space, thereby achieve pattern
recognition.Based on this, a gear fault diagnosis
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method based on permutation entropy and SVM is
proposed.First of all, starting from the phase space
reconstruction theory, the permutation entropy
method is used to calculate the entropy of the gear
fault vibration signal, and the permutation entropy
value and the normalized permutation entropy value
can be obtained.Then, the permutation entropy value
and the normalized entropy value are taken as the
fault feature vector and input into the SVM and
neural  network  classifier  respectively  for
training.Finally, SVM and neural network classifiers
are used to identify and classify the faults, and the
classification results are compared.The method is
applied to the gear experimental data. The analysis
results show that this method still can effectively
achieve gear fault diagnosis even in the case of small
samples.

INTRODUCTION

During the operation of some mechanical
equipment, the vibration signals of the machine
usually present strong complexity, nonlinearity and
non-stationary due to non-stationary operating
conditions, driving force, damping force, elastic force
of the equipment and non-linearity of the mechanical
system itself. However, if only the traditional signal
analysis method such as the Fourier transform are
used, it is difficult to realize the quantitative
description of these fault information, and it is not
possible to completely satisfy the requirements for
mechanical equipment fault diagnosis. Therefore, it is
necessary to find an ideal method that can be used to
analyze and deal with such complex, non-linear,
non-stationary vibration signals.In recent years, with
the development of nonlinear science, many
nonlinear analysis methods have been applied to fault
diagnosis of mechanical equipment. Lu (1999)
studied the fractal dimension and its application in
the fault diagnosis of rolling bearings. The fractal
dimension was used as a feature to identify the faults
of rolling bearings.Hou (2005) applied nonlinear
theory such as chaos and Lyapunov exponent to the
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fault diagnosis of turbine engines.Wang (2000)
studied the application of correlation dimension in
fault diagnosis of large-scale units.Yan (2007)
applied approximate entropy to the detection of
mechanical system health.However, the calculation
of the fractal dimension depends on the length of the
data, which makes it computationally
time-consuming and not suitable for on-line
monitoring.The Lyapunov exponent is slower to
calculate, which is less accurate and susceptible to
noise.Approximate entropy as a method of time series
complexity, its calculation also depends on the data
length, the relative consistency is poor.

Permutation entropy(Bandt C et al., 2002) is an
average entropy parameter that measures the
complexity of one-dimensional time series. It has the
advantages of simple calculation, fast calculation
speed, strong anti-noise ability, etc., which can well
detect dynamic mutations of complex systems and
effectively extract non-stationary and non-linear fault
features.Yan (2012) applied permutation entropy to
feature extraction of vibration signals from rotating
machinery, and compared permutation entropy with
approximate entropy and Lempel-Ziv complexity.
The results show that the permutation entropy
algorithm can effectively detect and amplify dynamic
changes of vibration signals. Liu (2007) introduced
permutation entropy into the field of mechanical
equipment fault diagnosis, studied the influence of
permutation entropy of the vibration signals under
different working conditions of the rolling bearing,
embedding dimension and time delay on the
calculation of the permutation entropy of the
mechanical vibration signals, and observed and
analyzed the influence of equipment state change and
vibration shock on the calculation results of the
permutation entropy . The results show that the
permutation entropy can effectively detect the change
of the state of the mechanical equipment and can be
used as a parameter to detect the state change of the
mechanical equipment.Liu (2008) analyzed the EEG
signals before and after continuous brain work for a
long time, extracted the permutation entropy of EEG
signals, studied the relationship between the degree
of brain fatigue and permutation entropy, and studied
its variation under different brain fatigue
conditions.Li (2008) applied the permutation entropy
in the automatic machine condition monitoring and
proposed that permutation entropy has great potential
in terms of practicality and real-time.

Support Vector Machine (SVM) is a new
machine learning method (Simon et al., 2004). It is
based on statistical learning theory. The original
sample space can be mapped to high-dimensional
feature space by selecting appropriate mapping
functions through specific nonlinear mapping, and
the mapping functions are also called kernel
functions. The Kkernel functions types include
polynomial kernel functions, radial basis functions
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and Sigmoid kernel functions, etc. The optimal
classification hyperplane can be constructed in the
high-dimensional feature space. It can be applied to
pattern recognition of nonlinear and
high-dimensional system described by multiple
variables.It has the advantages of fast convergence
and training with only a small sample.Chiang (2004)
applied Fisher discriminant and support vector
machines in fault diagnosis and found that the SVM
is lower in terms of misclassification.

A gear fault diagnosis method based on
permutation entropy and support vector machine
(SVM) is proposed in this paper.Firstly, permutation
entropy method is used to calculate the permutation
entropy of the gear fault vibration signals, and the
permutation entropy value and the normalized
permutation entropy value are obtained.Then, the
permutation entropy value and the normalized
entropy value are taken as the fault feature vector and
input into the SVM and neural network classifier
respectively for training.Finally, SVM and neural
network classifiers are used to identify and classify
faults respectively to achieve gear fault diagnosis.
Compared with traditional feature extraction methods,
the proposed method is not simply based on the
statistical characteristics of time domain signals, but
extracts dynamic mutation characteristics of vibration
signals.Therefore, compared with traditional methods,
this research method can better reflect the essential
features of signal failure.The method proposed by the
author is applied to gear experimental data. The
experimental results show that this method can
effectively distinguish the fault types of gears and is
an effective fault diagnosis method.

PERMUTATION ENTROPY
PRINCIPLE AND ALGORITHM

Permutation Entropy Algorithm
Supposing a time series{ X (i) » 1=1,2,---,n},its

phase space is reconstructed according to TAKENS
Theorem,then the matrix can be obtained as follows:

Cx()  x(L+7) x(L+(M-1)7) ]

(1) x(j+7) X(j+(m-1)7) |,(2)

| X(K) x(K+7) - x(K+(m-1)7) |
j=12,--,K
Where m and 7 respectively stand for embedding

dimension and time delay, K =n—(m-21)z; every
row in the matrix can be regarded as a reconstruction
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component, a total of K reconstruction
components.The j-th reconstruction component

of  X(i) reconstruction matrix
(X(§), x(j+7),..., X[ j+(m=1)z])is rearranged in
ascending order according to the numerical

size,and ju, j2,---, jm represent the index of the

columns in which each element is located of
reconstruction components, which is

X[i+ (=D <xi+(J2=Yr] < <xHi+(jn-1)7] (2)
If the equal value in reconstruction components exists,
which is

[i +(ji-Dr]=x[i+(j2-D7]. @
At this time it is sorted in accordance with the size of
the value of i and j, which is when  ji< jo2,

x[i + (ji—1)7] < x[i + (j2— D7), @)
Therefore, for the resulting matrix which is
reconstructed for any time series X (i), every row
can get a symbol sequence

S(H)=(ju jar-+y jm). ®)
Where 1=1,2,---,k, and k <m!, m-dimensional
phase space maps different symbol sequences
( j1, j2,-++, jm ), and there are m!symbol sequences.
Symbol sequence (1) is an arrangement in which
(Feng et al., 2012). If the probability of each symbol
sequence is P1, P2,---, Pk , then the k permutation
entropy of different symbol sequences of time
series X (i) is defined as in eq.6 according to the form
of Shannon entropy

Kk
Ho(m) = PiInP; ®)
j=1

When Pj=1/m! ,  Hp(m) reached the
maximum In(m!) . Hp(m) is usually normalized
with In(m!) for convenience, which is

O0<PE=Hp/In(m!) <1. (7

Selection of Permutation Entropy Parameters

The calculation of the permutation entropy is
related to the length of time series, the embedding
dimension and the value of the delay.The experiment
found that the result showed no significant difference
when m taked 4~6 and 1 taked 1~3. M =5 and 1=1
are chose in this paper.Random signals with length of
1280, 2560, 5120, and 10240 are used in this paper to
study the impact of the data length N on PE
calculations, which is shown in Figure 1.1t is found
that the entropy difference is 0.0029 between the data
with length of 5120 and the data with length of 2560
whenm =5 and =1, and the entropy difference is

0.0007 between the data with length of 5120 and the

data with length of 10240. Therefore, it is appropriate
to select the data whose length is larger than or equal

to 5120 .m =5, ==1 and N=10240 are chose in this

paper.

1.10
1.05
1.00 s
0.9 - o
w 0% U
0.90 [ —a—N=10240 NN
rrrrrr —e—N=5120 N
0.85} | ——N=2560 :
777777 —v— N=1280 \
! ! ! v
0.80 L f
3 4 5 6 7 8
Embedding dimension m
Fig. 1. The PE of random signals with different

length.

GEAR FAULT DIAGNOSIS TEST

Experiment Equipment

The test is carried out on rotating machinery
vibration fault test platform. The test platform mainly
includes speed console, motor, pulley, axis, drive
gear, driven gear, sensor and data collection system
and so on. The motor is AC servo motor, whose
power is 750W. The speed console regulates the
speed, and the drive gear speed is 1160r / min when
signals are collected. A CZ-0.5 magnetic brakes is
connected in the terminal whose limit torque and slip
power are 5N.m and 300W , which plays the role of
load. Signal acquisition is completed by the NI 9234
acquisition card.

The number of drive gear teeth is 55, and the
number of driven gear teeth is 75. The three states of
the gears are tested, which includes normal state,
broken teeth state and tooth error state. Experiment
equipment is shown in Fig. 2, the three states of gears
are shown in Fig. 3.

Fig.2. The experiment euipment.
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(c) Tooth profile error fault
Fig.3. Three states of gears.

Signal acquisition

PCB-352C65 miniature waterproof acceleration
sensor imported from the United States is applied, the
measuring point is arranged on the bearing seat, and
the sampling frequency is 10240Hz. The gears
various states’  vibrations are shown in Fig. 4.
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Fig.4.The vibration signals of gears in various states.

The Permutation Entropy Analysis of Test Signals

Take the test signal of broken teeth fault of the
aeronautic gear for example to analyze. Firstly, its
phase space is reconstructed in accordance with
TAKENS Theorem with MATLAB software, the
process follows:

(1)The test signal of broken teeth fault
X=(-0.0225, -0.0269, -0.0138, 0.0060 ,..., -0.0122,
-0.0230, -0.0617, -0.0615, -0.0399, 0.0073,
0.0677,...,-0.0180, -0.0237, -0.0205, 0.0018).

(2)Permutation entropy calculation results are
influenced by embedding dimension m and delay
time t, therefore selecting these two parameters
reasonably is necessary. It is found that the results
differences are pointless when m takes 4~6 and t
takes 1~3. In this paper, m =5, ==1.

(3)Reconstruct the phase space of the test signal
of broken teeth fault according to the formula (1).
The sample data includes 10240 points which are
divided into 80 groups, and every 128 sampling
points are grouped. Take the group 1 to group 4 for
example, and 124x5order matrix can be obtained
respectively.

(00225 00269 -0.0138 0.0060 0.0092 |
00269 -0.0138 0.0060 00092 -0.0050
00138 00060 00092 -00050 -0.0185
00060 00092 -0.0050 -00185 00150
X= | : : : :
00503 -0.0342 -0.0057 00138 -0.0048
00342 -0.0057 00138 -0.0048 00085
00057 00138 -0.0048 00085 0.0290
00138 00048 00085 00290 0.0418 |
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[-00114 -0.0471 -0.0317 0.0165  0.0413 ]
00471 00317 00165 00413 0000935
-0.0317 0.0165 0.0413 0.000935 -0.0196
0.0165 0.0413 0.000935 -0.0196 -0.0150
D= : : : :
01069 0750 -01703 04247 -00%7
-0.1751 -0.1703 -0.1247 -0.0967 -0.1267
-0.1703 -0.1247 -0.0967 -0.1267 -0.1173
01247 00067 01267 01173 00439

[ 0.0537 0.1619 0.2164 0.2222 0.1647 |
01619 02164 0.2222 0.1647 0.1342
02164 02222 0.1647 0.1342 0.1322
0.2222 0.1647 0.1342 0.1322 0.1066

0.0795 0.0137 -0.0268 -0.0023 0.0265
0.0137 -0.0268 -0.0023 0.0265 0.0172
-0.0268 -0.0023 0.0265 0.0172 -0.0184
1-0.0023 0.0265 0.0172 -0.0184 -0.0322

[ -00365 00215 00089 -0.000064 -0.0490]
-0.0215  0.0089 -0.000064 -0.0490  -0.0986
00089  -0.000064 -0.0490  -0.0986  -0.0454
[X]= -0.000064 -0.0490  -0.098  -0.0454 -0.0113

-0.0089 00100 00071 -0.000077 0.0100
00100 00071 -0.000077  0.0100  0.0089
00071 -0.000077 0.0100  0.0089  0.0333

|-0.000077 00100 00089 00333  0.0076 |

Then process data using Matlab software
according to the formula (2)~(7) to calculate
permutation entropy and normalized permutation
entropy. Repeat these steps for the other groups to
calculate permutation entropy and normalized
permutation entropy similarly. Permutation entropy
and normalized permutation entropy of the first four
groups of the test signals of broken teeth fault are
listed in Table 1. Test data of other two states is
processed in accordance with the procedure above
similarly. The changes of permutation entropy of the
test signals of gears’ various states are showed in Fig.
5.

Table 1.The permutation entropy and normalized
permutation entropy

5.2109
5.0521
permutation entropy 4.8169
5.4860
0.7545
normalized permutation 0.7315
entropy 0.6974
0.7943
501 *
N n
4 7 N PO VR Y1 1Y
o LNV AL L T
2 sl oY ARSI
= AR W
< | l\J v
° ? Sample poi:fs (number) ? ?
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Fig.5.Analysis diagram of permutation entropy of the
test signal of various states.

The permutation entropy of the normal signal is
about 4.25, and the normalized permutation entropy is
about 0.625, which are shown in Fig. 5 (a) and (b).
The permutation entropy of the signal with broken
tooth fault is about 5, and the normalized permutation
entropy is about 0.725, which are shown in Fig. 5 (c)
and (d). The permutation entropy of the signal with
tooth error fault is about 5.5, and the normalized
permutation entropy is about 0.8, which are shown in
Fig. 5 (e) and (f). It is found that the characteristics of
the permutation entropy and normalized entropy of
every gear state are different, which shows that the
permutation entropy can be used as the characteristic
basis of gear fault classification.

The working state and the fault type of the gear
can be judged by permutation entropy through the
analysis above. But that's not enough, it is necessary
to introduce the support vector machine to train and
test the fault type.

SUPPORT VECTOR MACHINE
PRINCIPLE

The basic idea of SVM can be illustrated in two
classification situation of Fig. 6 (Zhang, 2000). SVM
is developed from the optimal hyperplane in the case
of linearly separable. There are two types of samples
in Fig. 6, H is the classification line, and H1 and H2
are the straight lines that cross all kinds of samples
nearest to the classification line and are parallel to the
classification line. The distance between H1 and H2
is the classification interval. The optimal
classification line is a classification line which can
classify two classes correctly and minimize the
classification interval.
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The classification line equation is kx+b=0,
which can be normalized, so that the linearly

separable sample set (xiyi), i= 1,...I, xeRY,
y € {—1,+1} ,which satisfies
yi[(kxi)+b]-1>0(i=1,2,....1). (8)

At this time, the classification interval is equal
to 2/Ikl, and maximizing the interval is equivalent to

N 2 - .
minimize ||k|| . The training sample points on H1,
H2 are the support vectors.

+ X1
Support vector
Optimal hyperplane
-

Support vector

Hi

Fig.6. The optimal hyperplane

The multi-classification support vector machine
algorithm includes one-to-one  method and
one-to-many classification method (Chapelle et al.,
2002;Keerthi, 2002) .The advantages and
disadvantages of the two methods are compared by
Chih (2002), and the conclusion that one-to-one
classification method is better is drew,which is more
suitable for practical engineering
applications.One-to-one method is applied in this
paper.For given training data sample sets of w classes

(X, yi) »i=12n- xieR® - yiefl,2,+,w} (9)

All possible two types of classifiers are
constructed in w categories’ samples, every two types
of classifiers only uses two types of training samples
in w categories to train. A total of w(w-1)/2 two types
of classifiers can be constructed.

In the classification of test data samples, voting
decision method is applied, and it is also called max
wins decision method. It needs to construct w (w-1) /
2 two types of classifiers. The test sample x is entered
to two types of classifiers which are constructed by
the class m samples and the class n samples. If the
classification function

f™(x)=sign {Zaimnyim”K (X, x)+bm”} (10)

i=1
Where sign{} is symbol functionand K (xi, x) is

kernel function.

If the output result shows that x belongs to class
m, then a vote will be added to class m; if the output
result shows that x belongs to class n, then a vote will
be added to class n. After the test sample x is
classified with all w (w-1) / 2 two types of classifiers,
which class gets the most votes in w classes, then
determine that test sample x belongs to which class.

Common kernel functions include three types,
which are polynomial kernel function, radial basis
kernel function and Sigmoid kernel function.

GEAR FAULT DIAGNOSIS BASED ON
PERMUTATION ENTROPY AND SVM

The permutation entropy and the normalized
permutation entropy of the different states’ gears
are taken as the feature vectors of the support vector
machines, which are entered to the Support Vector
Machine for fault pattern recognition. The specific
procedure is as follows:

(1)Samples are collected according to certain
sampling frequency f respectively in the normal state
of the gear,the broken tooth failure of the gear, and
the tooth error fault state of the gear.

(2)Test signals of three states are used with K
sampling points as a group. The permutation entropy
and the normalized permutation entropy are
calculated and several permutation entropy and
normalized permutation entropy features are
obtained.The fault types are classified into three
classes, and the first m features of the permutation
entropy and the normalized permutation entropy
features of three classes are selected as the eigenvalue
vectors.

(3)The eigenvalue vectors are entered to the
support vector machine to train the Support Vector
Machine.

(4)The combination of the last n features of the
permutation entropy and normalized permutation
entropy features of three classes are selected as the
eigenvectors of the test set, which are regarded as the
input of the SVM classifier.The output of the SVM
classifier is used to determine the operating state and
fault type of the gears.

Due to space limitations, the eigenvectors of the
first five groups”  signals of gears in three states are
listed in table 2.
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Table2.The eigenvectors under three states of the

gears
Permutation Normalized permutation
entropy entropy
45147 0.6537
5.0740 0.7346
Normal 4.4239 0.6405
4.8652 0.7044
4.0521 0.5867
5.2109 0.7545
5.0521 0.7315
Broken 4.8169 0.6974
tooth 5.4860 0.7943
4.8158 0.6972
5.6763 0.8218
5.2074 0.7539
Tooth 5.7119 0.8270
error 5.4230 0.7852
5.2451 0.7594

The first 60 features of permutation entropy and
normalized permutation entropy features in the three
classes are regarded as the training set, and the
combination of the last 20 features is regarded as the
test set. There are 180 sets of training data and 60 sets
of test data.The number of permutation entropy
features of gears in three states is listed in table 3.

Table3.The number of characteristics of permutation
entropy in 3 status

Number of Number of
SVM permutation normalized
Fault type | classification entropy permutation
number features entropy
features
Normal
gear 1 80 80
Broken
tooth 2 80 80
fault
Tooth
error fault 3 80 80

Multi - class Support Vector Machine theory is
used to train the data, and the radial basis kernel
function is chosen as Kkernel function. The
classification prediction chart of the test set is shown
in Fig. 7.

J. CSME Vol.40, No.4 (2019)

O Actual test set classification
' +  Predictive test set classification |!

Category labels

D) 50 60
Test set sample

Fig.7. The classification prediction graph of Test set

The classification accuracy rate is 81.6667%,
which can be seen from Fig. 7.

In order to compare the classification effect
between the support vector machine and BP neural
network, the BP neural network is designed
according to the dimension of the eigenvector and the
number of the gears’ fault states. The input layer and
output layer nodes of the neural network are
respectively 6 and 3, and the number of hidden layer
nodes are empirically chosen to be 8. Sigmoid-type
function is chosen as the activation function of the
hidden layer and the output layer .The maximum
number of training steps is set to 1000, and the error
index is respectively0.02,0.01 and 0.005. The
network with the same training samples and test
samples as the SVM is trained and tested. The
performance comparison of the two classifiers is
shown in table 4.

Table4.The comparison of two classification methods

Number The correct Classification
Network type of the test number of accuracy rate
set classification
Radial basis SVM 60 49 81.6667%
BP network 60 47 78.33%
(6 -8-3,6=0. 02)
BP network
(6 -8-3,5=0.01) 60 45 75%
BP network
(6 -8-3,5-0. 005) 60 46 76.67%

The classification accuracy of support vector
machine is higher than that of neural networks, which
can be seen from table 4. It shows that Support
Vector Machine still has good ability of prediction
and promotion in the case of small samples.
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CONCLUSIONS

A gear diagnosis method based on permutation
entropy and SVM is proposed in this paper.The
permutation entropy algorithm is used to detect the
dynamic mutation of the time series and extract the
permutation entropy eigenvalue vector, and then
SVM pattern recognition is performed. The working
state of the gear is determined according to the SVM
pattern recognition result.The following conclusions
are obtained through analysis:

(1)The eigenvalues extracted from the original
data actually reflect the essential characteristics of the
original data. The SVM method maps the eigenvalue
space of the original data to the high-dimensional
feature space through nonlinear mapping, and the
optimal classification hyperplane is constructed in the
high-dimensional feature space.The disadvantages of
slow convergence rate and infinite sample size of the
neural network are overcome and more effective
classification can be implemented in the SVM
method.

(2) SVM is compared with BP when the number
of training samples is same, and the analysis results
show that SVM can more effectively identify the
characteristic information of gear fault. The choice
of neural network structure and type, neural network
producing local extremum and lacking of theoretical
basis are avoided by the SVM method.

(3)The permutation entropy algorithm is a new
method to detect the complexity and dynamic
mutation of time series. It has the advantages of
simple calculation, fast calculation speed, strong
anti-noise  ability and suitable for online
monitoring.The permutation entropy and SVM
method is introduced into the gear fault diagnosis,
and the results show that this method can effectively
identify the working state of gears.
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