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ABSTRACT

Variable Valve Timing (VVT) in automotive engines
regulates the phases of engine intake and exhaust at the
right time, playing a vital role in improving power, fuel
consumption, and emissions reduction. The
optimization of the phase response characteristics in
the VVT is an efficient way to optimize engine
performances. For the purpose of the design and
optimization of the VVT, the actual phase response
characteristics must be obtained by the test of the VVT
phase response characteristics. AVVT test system was
designed and presented in this paper. To get the actual
VVT phase response characteristics, a three-motor
architecture was adopted in this test system, which
simulating the actual and real working environment of
the engine. In the test system, the driving motor (a
three-phase induction motor) simulates the crank shaft
of the engine, while the load motor (the permanent
magnet synchronous machine, PMSM) is used as the
cam shaft of the engine. And the Brushless Direct
Current (BLDC) motor drives the VVT. If applying the
conventional Proportional-Integral-Differential (PID)
controller, the overshooting would be high and the
regulating time was too long. With the nonlinear
element added to the conventional PID, the defect was
broken. It was highly proved through simulations and
experiments that the VVT had a faster phase response
and small overshooting using the proposed
standardized nonlinear PID (SNPID).
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INTRODUCTION

VVT, a technology that varies the opening or
closing time of engine valves, improves power, fuel
consumption, and emissions reduction. As shown in
Figure 1, VVT regulates the angle of the camshaft to
advance or delay the opening or closing time of the
valves, thus changing the air charge coefficient in the
cylinders in every cycle and influencing the torque and
power output (Ohsugi, A. et al, 2015). The number of
valves may be two, four or five. However, to simplify
the diagram, two valves are shown. Green represents
the intake valve and red represents the exhaust valve.
The time of opening or closing in advance or in a
delaying way for valves, corresponding to the rotary
angle of the camshaft is namely valve timing of the
engine. The authors designed the engine VVT test
system, which simulates the actual operating
conditions of the BLDC in the engine and tests the
dynamic performance of the VVT based on that system.
The test was intended to optimize the dynamic phase
response characteristics of VVT.

There are a variety of VVT systems, one of
which is electrically driven. The principle of the
electrically driven VVT is as follows: when the rotary
speed of the BLDC is lower than that of the camshaft,
valve timing is delayed, meaning that the opening or
closing time of the valve is delayed. When the rotary
speed of the BLDC is equal to the latter, valve timing
maintains its original value. This means that the
opening or closing time of the valve doesn’t advance
or delay. And when the rotary speed of the BLDC is
higher than the latter, valve timing advances, meaning
that the opening or closing time of the valve is
advanced. Therefore, controlling the BLDC allows the
opening or closing time of the valve to adjust and to
regulate the time and airflow of the engine intake or
exhaust. This, in turn, affects the capability of the
engine.

The V-cycle is widely used in automotive
control system development. It includes all functions
from the determination of system requirements to
system validation and approval. The hardware-in-the-
loop (HIL) simulation is a part of the V-cycle function
verification (Shugang, J. et al, 2009). The test, as well



as the simulation of the real working environment of
engine, presented in this paper, based on the VVT test
system, is essentially an HIL simulation. Moreover, it
functions as a BLDC-in-the-loop simulation.

MODEL OF THE TEST SYSTEM

To test the VVT, the authors designed a system
that included both hardware and software subsystems.
The structure and principle of the VVT test system are
shown in Figure 2. The driving motor (a three-phase
induction motor) simulates the crankshaft, and the load
motor (a PMSM) simulates the camshaft. The goal of
the test was to shorten the time of phase regulation, and
decrease the overshooting as much as possible. Only
when the VVT has a rapid response, small
overshooting and phase stability, can it regulate and
control the valve timing effectively and achieve
optimum performance.
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Fig. 1. Simplified Engine Diagram

The test system is actually a multi-motor control
system essentially and the controlled devices are three
motors: a BLDC, a PMSM, and a three-phase
induction motor. Each motor has an independent
control system to drive specific objects. However,
these objects interact in a complicated way through a
nonlinear coupling, which makes it more difficult to
precisely control. From the standpoint of control
requirements, a multi-motor system must control each
motor independently. This means that not only every
motor must perform well, but the nonlinear objects
coupled with the motors must alleviate the effects of
destabilization when the system is affected by
unknown disturbances. When these are achieved the
whole system functions at its optimum level (Liu, X. et
al, 2013).
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Fig. 2. Structure of the VVT Test System
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During its practical application, the synchronism
of the multi-motor system will deteriorate due to
factors such as a mismatch between shafts and motors,
and load disturbances (Cao, C. et al, 2013). Changfan
Zhang, and Jing He, et al, implemented consensus
tracking of the multi-motor system based on a variable
structure approach. Their theoretical and simulated
results illustrated the efficient performance of the
proposed algorithm in terms of synchronization control
accuracy, disturbance immunity, and convergence
(Changfan, Z. et al, 2015). Taehyung Kim, and Kwang-
Woon Lee, et al, proposed Dual Functional Control
(DFC) to control two PMSMs in real-time, govern the
energy storage system, and verify the feasibility of the
control scheme via simulations and experiments
(Taehyung, K. et al, 2015). Younes Sangsefidi and
Saleh Ziaeinejad et al, proposed, based on a four-leg
converter, a Direct Torque Control (DTC) of a two-
phase induction motor (as the main motor) and
hysteresis current control of a permanent magnet DC
motor (as the auxiliary motor) (Younes, S. et al, 2015).
They also recommended an augmented switching table
to control both motors. Using theoretical analysis and
experiments, this approach demonstrated. the
capability of the system.

CONTROLLER MODELLING AND
ANALYSIS

The rotary angle between the load shaft and
driving shaft, is defined as the phase angle, and is the
same as the valve timing of the engine. In Figure 2, the
VVT phase is

@ =[wdt-[w,dt 1)
where w1 and w; are the actual transient speed of the
PMSM and driving motor, respectively. Using the
same hardware clock, the host computer obtains speed
values from encoders and calculates numerical
integration to obtain phase values. To control the phase,
the speed of the BLDC and load motor needs to be
controlled respectively and synchronously. During the
tests, the BLDC and load motor are controlled directly
and the driving motor indirectly.

Assuming that the every phase of the BLDC is
equivalent, the mathematical model of it is (Guocheng,
C. etal, 2016):

di .
u,=e +(L-M)—+IiR
v f ( )dt
e =K, o,
do (2
T-T, —f =), —
e~ LT3 =3 dt
T, =K,i

where uy is the phase voltage, i is the current, er is the
induced electromotive force, L is the self-inductance
coefficient, M is the mutual inductance coefficient, R
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is the equivalent resistance, Ke is the electromotive
force coefficient, ws is the speed of the BLDC, T is the
output torque, Ty is the load torque, f; is the friction
coefficient, Js is the rotor inertia of the BLDC, and Kr
is the torque coefficient. The PWM frequency is
controlled to regulate the speed of the BLDC and to
control the rotary angle, thus reducing reliance on the
inherent parameters of the BLDC, and satisfying the
requirements for engineering accuracy.

The mathematical model of the load motor
(Sarayut, A. et al, 2015) is

us =Ry + L, %id —coeLqiq
: i, + oL,y + o4,

Toe = Ep(idiq —Aqly)

day,
' dt
where ug and uq are the stator voltages of the d axle and
q axle, respectively. The terms ig and iq are stator
currents of the d axle and q axle, respectively. Rs is
stator resistance. The terms Jq and Aq are stator flux
linkages of the d axle and g axle respectively. The
terms w. and w; are the electrical angular speed and
rotor angular speed, respectively. The terms Lq and Lq

u, =R, +L 3)

=T —To. —Bay

are the inductances of the d axle and q axle respectively.

The term Amis the rotor PM flux linkage. The terms Tpe
and Tp_ are the electromagnetic torque and the load
torque of the load motor, respectively. The term p is the
number of pole pairs, B is the friction coefficient, and
J1 is the moment of inertia of the rotor and load.

The mathematical model of the VVT test system

is
d dw dw idw
1 w1+]2 2+]3 3'|‘]412 +]5 2 1+
fiwg + fzwz + f31112a)1 = 7.1(1 + T T Pe (4)
W3 = l1lpWq (5)

where J; and w; are the rotor moment of inertia and
angular speed of driving motor, Ja is the moment of
inertia of the retarder No.1 rotor, iy is the coupler close
to the BLDC and the reduction ratio of the retarder
No.2. The term Js is the moment of inertia of retarder
rotor and coupler close to the load motor. The term iy
is the reduction ratio. The terms f;, f,, and fs are friction
coefficients. The term Ty is the output torque of the
driving motor. Using the converter, the auto tuning of
the driving motor recognizes the parameters of the
motor and the system such as double-loop PID
increases of the speed loop and current loop, the total
moment of inertia, and friction coefficients. Using the
servo motor controller, the speed and output torque of
the load motor are controlled directly. Controlling the
speed of BLDC makes it possible to track the speed of
the driving motor. Then the speed of the synchronous
control is determined while controlling the phase of the
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VVT at the same time.

Though the conventional PID controller may be
used to control the speed of the motors, the perfor-
mance of rapid responses of the machine under
changing loads cannot be ensured (Gunapriya, B. et al,
2017). Researchers and engineers tend to improve the
conventional PID controller or propose other algo-
rithms to achieve better control system performance
rather than using the PID directly, such as adopting the
fuzzy neural technique to control the BLDC speed
(Chen, P. et al, 2016). However, the fuzzy neural tech-
nique may be too complex and costly to achieve. To
optimize the performance of the system, the authors of
this paper inserted a nonlinear unit before the propor-
tional part of the PID controller. The control system is
essentially nonlinear and inserting a nonlinear unit can
improve the performance of rapid phase response. The
equivalent transformation from the proportional
component and the nonlinear unit in series to a new
nonlinear unit makes it possible that the equivalent
nonlinear unit can be regulated in real-time. The time-
domain expression of the equivalent nonlinear unit is

K® =K, Dy ©)

where K(t) is the equivalent nonllnear unit, e(t) is the
phase error, ¢ is a constant, and K is the proportional
gain of the traditional PID controller. When the
constant ¢ in Equation (6) is set to different values the
control system will be going to different dynamic
performances.

During the process of controlling the nonlinear
time-variable coupling of objects, once parameters are
set they can’t be adjusted online and in real-time.
Moreover, the anti-interference and the performance of
response is poor (Cui, J. et al, 2013). As shown in
Equation (6), the authors designed the SNPID to fill the
gap with a nonlinear element added to the conventional
PID controller. Simultaneously, the synchronous
tracking performance improved along with the control
accuracy of the phase.

Assuming that the input and output of the PID
controller are u(t) and y(t), respectively, the PID
control law is shown below:

vyt =K [e(t) “12 1K, Je(t)dt+ K,  (t)

=Kp[u(t)_y(t)—l]2+ @)
C

Ki[[u(®) -yt + K, f (t)
where K,, Kj, Kqare the PID gains, e(t) is the error
between u(t) and y(t), and f(t) is the product of a
differential element and an inertial element. The
transfer function is

F(s) _
E(s)

S
s+1

GO =—3 ®)



Therefore, the Laplace Transformation of f(t) is

F(s)zcs(s)E(s):ﬁE@ (©)

where E(s) is the the Laplace Transformation of e(t).
The time-domain expression of Equation (9) is

dfd (t) L f (D)= de(t) 10)
Solving the differential equation, f(t) is
fty=et(] de(t) ®WOtdtra) @)

where et and e'are exponentlal functions of time t, and
ao is the initial constant of the differential equation.
Assuming that y(t) is second-order continuous
differentiable and the the initial constant ag equals to
zero, the initial state is
u0)—-y(

O e
which means that the initial state is determined by the
constant ¢ and K, and the derivative of y(t) is

d 2K, u-— d
d_i/=__p(_ y_l)d_)t/
c C ] d 13)
Ku-y)+Ke' [ Dedt—K, Y
|( y)+ d J.dt d dt

where u is the input of the step signal. Therefore, the
the derivative of u(t) is zero. The second-order
derivative of y(t) is

d? 2K d 2K u—

; 8 _ ¢ y) T dEY )
t C C C

dy _K,

dt

2

a4
dz_y

¢ dt?

kW “K,e
't

Equation (14) is transformed as

je'dy +K,

%_1) Kol 4z y (15)
dy

2K
— P (dl)z _ dy —K dt

c? 't
To simplify Equation (15), it is written as

L Jeldy +K,

d?y

at?
If h is larger than zero and g smaller than zero, the
second-order derivative of y(t) is smaller than zero, and
the derivative of y(t) monotonically decreases, thus y(t)
converging. Therefore, ¢ should be set at a large value
to make y(t) converge. On the contrary, if y(t) diverges,
the overshooting is a serious and dangerous
phenomenon. In conclusion, the constant c is one of the
dominant elements for the dynamic performances of

(16)
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the system.

When y(t) is in a steady state, the steady state
response is

- Kp[%—l]2 +K [e)dt+K, f @) @17)
where ys and es represent the steady-state response and
the steady state error, respectively. Equation (17)
demonstrates that es, ¢, K, Ki, and Kqy together
determine the steady state response.

Setting the step signal, K,, Ki, and Kq at 10, 5,
50, and 0.1, respectively, the simulation of the SNPID
and the conventional PID controller are as follows.
Comparing Figure 4 with Figure 5, obviously, the
SNPID controller has a faster dynamic response than
the latter. If the constant c is greater than 1, it means
that the error is reduced. When c is set to appropriate
values such as 150 or 80, the algorithm converges at a
rapid pace, which means that the performance of rapid
response is exceptional. Figure 6 shows that some
values of ¢ lead to divergence of the algorithm, which
means that an improper value of ¢ leads to unstable
states of the system. Figure 3 shows the dynamic K(t)
in the equation (6) in which -1 makes K(t) approaches
Kp while e(t) is close to zero.
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Fig. 3. K(t) Values
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Fig. 4. Step Signal and Response of the
Conventional PID
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Equation (9) includes a derivative element and an
inertia element. The simulation results shown in Figure
4, 5and 6(a), make it clear that the overshooting of the
system is extremely small. And the nonlinear element
makes the system regulate more rapidly.

The limitation of ¢ is that it is not a tunable
parameter, which means that the proposed nonlinear
PID controller is not a truly adaptive PID. If c varies in
real-time, the proposed standardized nonlinear PID
would be adaptive and simultaneously the algorithm
complexity would rise. But ¢ has a negligible impact
on the dynamic performance of the system, in a large
range of c¢ while changing it. What’s more,
inappropriate values of ¢ may lead to divergence. In
general, the more numerous the variables are, the more
sophisticated the PID controller is. Omer Saleem and
Urwa Omer (Omer, S. et al, 2017), who defined PI
controller gains as the functions of the error and the
derivative of the error, presented a robust adaptive
nonlinear proportional-integral (ANPI) scheme to
control the speed of a direct-current motor. Actually it
is further more complex than the SNPID of this paper.
If the complexity of algorithms is too high, the system
responses will not be fast.

All in all, the SNPID algorithm both has
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advantages and disadvantages. In different application
scenarios, the requirements vary. The most important
is the choice and design of proper algorithms according
to different requirements and conditions.

EXPERIMENTS AND ANALYSIS

The VVT facilitates extended adaptation to
different operating conditions, from which numerous
benefits are derived, including higher rated power, and
improved operation at low engine speeds, etc (Konrad,
R. et al, 2015). The authors choose several typical
speeds at the low range, such as 1000rpm and 1500rpm,
etc. In this paper, the time between sending the
instruction to regulate the phase to a variation of 10° is
defined as the ascending time or descending time, and
the time between sending the instruction to regulate the
phase to the stable state (in the range of +5% of the
setpoint) is defined as the adjusting time. With the
SNPID, the experimental results are as follows.

When the speed of BLDC is 1000rpm, the phase
regulation curve is that shown in Figure 7. In all of the
phase regulation diagrams, the left vertical axis
indicates the PWM duty ratio, phase setpoint, and



actual phase. The right axis shows the speed of the
BLDC. With the phase ascending from 20° to 30°, the
ascending time is 355.16ms, and the adjusting time is
374.32ms. If the speed of the BLDC is adjusted to
increase it, a peak appears in the blue curve, indicating
the moment the phase rises. If the BLDC is reversed to
decrease the speed, the duty ratio, displayed with a
green curve, drops from 80% to 30%. This is shown in
the blue curve, indicating that the phase descends.

| | |
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Flg 7. Phase Regulatlon Curve. When BLDC Speed is
1,000rpm. The left axis represents the PWM duty ratio,
phase setpoint, and actual phase, and the right axis
shows the BLDC speed.
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Fig. 8. Partial Enlarged Detail of Figure 7. When the
speed of the BLDC is 1,500rpm, the phase regulation
curve is that shown in Figure 9. With the phase
ascending from 20° to 30°, the ascending time is
300.38ms, and the adjusting time is 320.49ms.

When the speed of the BLDC is 2,500rpm, the
phase regulation curve is as shown in Figure 11. With
the phase ascending from 20° to 30°, the ascending
time is 415. 52ms and the adjustlng tlme is 432.63ms.
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Fig. 9. Phase Regulation Curve. When the BLDC
Speed is 1,500rpm. The left axis represents the PWM
duty ratio, phase setpoint, and actual phase, and the
right axis shows the BLDC speed.
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speed of BLDC is 3,000rpm, the phase regulation
curve is as shown in Figure 13. With the phase
ascending from 20° to 30°, the ascending time is
791.73ms, and the adjusting time is 808.37ms.
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Fig. 13. Phase Regulation Curve. When the BLDC
Speed is 3,000rpm. The left axis represents the PWM
duty ratio, phase setpoint, and actual phase, and the
right axis shows the BLDC speed.

For comparison, only the ascending time and the
adjusting time from 20° to 30° of the phase are listed
in Table 1 and Table 2, which reveals the significant
differences. The apparent is that the ascending time
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and the adjusting time are different when the PID gains
and constant c¢ change, as do the dynamic
characteristics of the VVT.
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Table 1. Response Time of the VVT Phase
With the Conventional PID
BLDC speed Ascending Adjusting
(rpm) Time (ms) Time (ms)
1,000 453.23 1,250.33
2,000 255.47 1,403.48
3,000 713.62 2,689.83
Table 2. Response Time of the VVT Phase
With the SNPID
BLDC speed Asce_nding Adjysting
(rom) Time Time
(ms) (ms)
1,000 355.16 374.32
1,500 300.38 320.49
2,500 415.52 432.63
3,000 791.73 808.37
CONCLUSIONS

To test the VVT phase response characteristics,
the program above was designed. The test of VVT
phase response characteristics was performed through
the simulation of the actual and real working
environment of engine, with the multi-motor control.
In the triple-motor system, the driving motor (a three-
phase induction motor) simulates the crank shaft of the
engine, while the the load motor, namely the PMSM,
simulates the cam shaft of the engine. And the BLDC
motor in the test system drives the VVVT. The types and
the characteristics of the three motors are different, and
the features of multi-variable, strong coupling and non-
linearity, etc (Minlin, W. et al, 2018), make it much
harder to control the multi-motor system accurately
and synchronously. In this test system including the
three motors mentioned above, the overshooting was
high and the regulating time was too long, with the
conventional PID controller. However, it was highly
proved through simulations and experiments that the
VVT was provided with the faster phase response
using the SNPID, and at the same time, the
overshooting of the VVT phase was minimal.
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